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Device-Level Simulation of Wave Propagation Along
Metal—-Insulator—-Semiconductor Interconnects

Gaofeng WangSenior Member, IEEERobert W. DuttonFellow, IEEE and Conor S. RaffertyFellow, IEEE

Abstract—A device-level simulation is presented for studying On the other hand, the energy dissipation in both the semicon-
wave propagation along metal-insulator-semiconductor intercon- ductor layer and conductor line may have significant impact on
nects. A set of nonlinear equations is first formulated by combining the performance of MIS interconnects. Moreover, the nonlinear

the motion equations of charged carriers and Maxwell's equa- i f . duct bstrat f hio int t
tions. The set of nonlinear equations is then transformed into hature ol Semiconauctor SUDSUALES 01 ON=Chip INEICONNECLS

the frequency domain, which leads to sets of nonlinear equations has been systematically ignored by most previous research.
for the fundamental mode and its harmonics. Finally, the sets of The question when the nonlinearity of on-chip interconnects
nonlinear equations in the frequency domain are discretized using can be safely neglected is, however, not answered adequately
the finite-element method and solved using Newton's iterations. 54 quantitatively. In order to understand mechanisms behind
Special numerical enhancements are implemented to speed up the . ffect h bstrat . . duct i
computational convergence and handle the boundary layer nature varl_ous EHECLS SUCH as SUDSIrale NOISE, SEmICoNaLc _or non In-
of the problem under study. This device-level simulation provides €arity and loss, conductor loss, slow-wave effect, or dispersion
knowledge on field—carrier interactions, semiconductor substrate it is necessary to accurately simulate the MIS interconnect
loss, and nonlinearity, as well as slow-wave and screening effectsstructures.
of pharged carriers. This dewce-lgvel §|mulat|on schem_e enables Analytical or empirical lumped-circuit models [6], [7] were
a rigorous full-wave study of nonlinearity effects that arise from dt ide fast calculati d firsthand insiaht to th
semiconductor substrates. Numerical examples for some practical usedto provide "_J‘S Caiculation and firsthand Insig 0_ € per-
material and geometrical parameters are included to illustrate formance of MIS interconnects. However, they are applicable to
capabilities and efficiency of the proposed device-level simulation a few simplified configurations only and provide very limited
scheme. information about the distributed nature of MIS interconnects.
Index Terms—Boundary layer problem, device-level simulation, Nevertheless, the lumped-circuit models can be employed to ini-
electromagnetic analysis, field—carrier interactions, finite-element tialize more powerful numerical algorithms.
method, MIS interconnects, semiconductor nonlinearity and loss,  More accurate analysis of MIS interconnects requires the so-
slow-wave effect. lution of the electromagnetic-field problem. Numerical schemes
for electromagnetic simulation of MIS interconnects include
|. INTRODUCTION the mode-matching method [8], [9], the spectral-domain anal-
o . ... ysis (SDA) method [10]-[12], the method of lines [13], the
FFECTS of on-chip interconnects are becoming a IImItInﬁ’ansmission-line matrix (TLM) method [14], the finite-differ-

3 Ifactor toht_he ovedrarl:_pre]rforrrar;(ce (:f cirt_:rui(tjs du?hto densgrnce time-domain (FDTD) method [15], and the finite-element
and farger chips and higher clock rates. foday, ne on'd‘flr‘t)ethod [16], [17]. In these purely electromagnetic simulation
wiring delays become much more significant portions of t

. . odels, the semiconductor effects are accounted in the simu-
total chip delays than in the past. Interconnect effects su

. . . ion simply by virtue of a uniform conductivity or complex
as losses, dispersion, and substrate noise may degrade i fectric constant within the semiconductor material.
performance of circuits. Metal—-insulator—semiconductor (MISCS When an electromagnetic wave propagates along an MIS in-
!nterconnects, t_)elng one Of. th? most elementary componeyy onnect, the screening effect of charged carriers in the semi-
n the modern integrated cireutts, have been of fundamen nductor prohibits the electromagnetic field from penetrating
!nterest. Slow-wave propagation m_MIS and Schottky-conta Eep into the semiconductor, in addition to the attenuation ef-
mter_connects has been bqth experlr_nentally _observed and i arising from energy dissipation. In order to describe the be-
oretically explained from different points-of-view [1]-{5]. The avior of semiconductor as solid-state plasma, the motion equa-
slow-wave properties of such interconnects can be employe({; '

. L : s of charged carriers should be included in the simulation
reduce the size and cost of distributed elements to mplemtlfé

]. In other words, a formula combining the motion equa-
i6ns of carriers and Maxwell’'s equations is required in the de-
vice-level simulation in order to include the interaction mecha-
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carrier accumulation and depletion under the influence of aegative for the relative excess of donors or acceptorsgasd
external dc bias, as well as the screening effect of carriers. Tthe elementary charge.
approach in [19] is, however, applicable only to small-signal In a semiconductor medium, the motion of carriers is gov-
analysis due to its linearization of the equations. erned by the following equations:

In this paper, a device-level simulation based on Maxwell's

equations and the motion equations of carriers is presented &ga‘]"—(r’t) + I (r,t) =qunn(r,t)E(r,t) + ¢D, Vn(r,t)
study the propagation characteristics of MIS interconnects. The ot 4
nonlinearity in the motion equations of carriers is preserved 03, (r, 1) (42)
and included in the simulation. Thus, this approach is suitabler, —2-—'—= + J (r,t) =qu,p(r,t)E(r,t) — ¢D, Vp(r, t)
for both small- and large-signal analyses. In order to provide a (4b)

fast and robust simulation, advanced numerical algorithms such

as finite-element discretization, sparse matrix scheme, maijixereJ,, andJ, are, respectively, the electron and hole current
balancing, and multidimensional Newton's iterations have begensitiesﬂn and Fip are, respective|y1 effective carrier mobil-
utilized. Unlike the iterative algorithm in [19], where the equa'rties of electrons and ho'e@n and Dp are, respective'y, dif-
tions are sequentially and separately solved at each iteratifion coefficients for electrons and holes, apdandr,, are,
this approach solves all the equations simultaneously, whigdspectively, average collision times of electrons and holes.

reduces the number of iterations considerably. In addition, thenote that the total conduction current density is the sum of
boundary layer nature of the set of equations under study will & electron and hole current densities

manifested theoretically and treated in a numerically consistent
manner. This approach is able to provide detailed insight con- J(r,t) = (v, t) + Ip(x, t). (4c)

cerning field—carrier interactions, semiconductor substrate loss

and nonlinearity, slow-wave effect, screening effects of carriers € current continuity (2) is usually written into two equations
and external bias effects. in terms ofJ,, andJ, as follows:

on(r,t) 1
IIl. BASIC FORMULATION % =V In(r,t) — u(r,?) (5a)
In this section, the formula in the time domain for analyzing ap(r,t) 1
MIS interconnect structures is established and is then trans- at ;V'Jf’(r’t) —u(r,?) (5b)

formed into the frequency domain. , L
whereu(r, t) is the total net recombination rate of electrons and

A. Time-Domain Formulation holes.

In a homoaeneous medium. Maxwell's equations are ivenln summary, the complete set of equations in the time domain
9 ’ q IV nsists of (1a), (1b), (4a), (4b), (5a) and (5b). This set of equa-

i tions along with the properly devised boundary conditions can
V x E(r,t) = - u% (1a) completely characterize the property of MIS structures.
V x H(r,t) :EaE(I‘,t) +3(r,t) (1b) B. Frequency-Domain Formulation

The nonlinear terms - E andp - E in the time-domain
V- E(r,t) :p(r’t) (1c) formulation introduce signal distortion, which consists of
€ various harmonics in the frequency domain. For a guided
V- H(r,t) =0 (1d) wave propagating along the-direction, the fundamental
where E and H are, respectively, the electric and magnetigomponent of an arbitrary variable(r,¢) takes the form
fields, J is the conduction current densigyijs the (net) electric v (z,y)e™7**", where w denotes the fundamental (an-
charge density, and and 1. are, respectively, the permittivity gular) frequency andy represents the propagation factor.

and permeability of the medium. Therefore, the product of two fundamental mode quantities
Equation (1d) can be viewed as a direct consequence of (), (z, y)e™**7=" and 5" (z, y)e™*+/=" will result in a
whereas (1b) and (1c) imply the current continuity second harmonic quantityuil)(x, y)vgl)(x, y)evEtizet
ap(r,t) and so on. In general, alﬁm'—i— n)th harmonic quantity
VI t) + =5 =0 @) W™ (@l (@, y)e(mFEFImEnLt can pe  gen-

Therefore, the set of independent equations from Maxwellesggt)ed from the product of amth harmonic quantity

—myztimwt H :
equations consists of (1a), (1b), and (2). vy (@e and an nth harmonic - quantity

. X i X . n) —nyz+jinwt
In dielectric materials, the electric charge dengpitg always UQTk(f’y)g ! d be i v f ated b
zero. On the other hand, in a semiconductor medium, the electric ''¢ @POVE procedure can be rigorously formu ated by
charge density is given as virtue of Fourier analysis. A guided nonlinear waver,t),
propagating along the-direction, takes the generalized form

p(r,t) = q[p(r,t) — n(r,t) + N(r)] (3) as follows:

wherep andn are, respectively, the hole and electron densities, N i % 6a
N is the net doping distribution that is, respectively, positive or v(r,t) =0 z,y,t =~ (62)
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wherev denotes the propagation velocity thatis a function of the (1 + jmpr)J;’")(az, y)

fundamental frequency. Moreovelr, ¢) is a periodic function m
with respect tat and the period is equal t2r /w. Hence, (6a) =qup Y [p“)(x,y)E(m*S)(x,y)}
can be mathematically expanded in terms of Fourier series as =0
follows: - quVp(m)(a:, y) + iqum’yp(m) (z,4) (9b)
> : and
o(r,t) =vO(z,y)+ > v (@, y) eI (6b) 1
=1 JmeH™ (@,y) = == [V x B, y) + <myE{"™ (z,y)
7
where v(9 (z, ) denotes the steady-state solution, i.e., the . (m)
9’ 1 ) _ El m
static componenty (%) is the fundamental mode, and Yy Ea (x’y)}
vz, y)(m > 1) represents thenth harmonic component (10)

of the variable under consideration. In a linearized problem, 9\|/|h . . .

, X : ere k = wy/pe is the wavenumber in the medium,
the higher order harmonics vanish and only the fundamental,,) _ AC;(,,SLE ) JE™ -
mode is considered. Thus, the nonlinear wave reduces tfe‘((n(f’y) )_+XA:JE("’()?y) )Jrgufying(fr{eyzj,eerlir\]/atig; o(fx(77y;) .

£, Y y Y Xy Y)

monotonic wave. For a general nonlinear problem, howevé‘rE” (

all the higher order harmonics can be nonzero and should (ZQ) the magnetic field has been eliminated from (1a) and (1b),
included in the analysis. and the divergence equation is exploited as follows:

The harmonics in the expansion (6b) should not be confused, g (m) (z,y) — my Em) (z,y)
with the nonlinear wave itself at multiples of the fundamental ~ ** Ty o -
frequency. The nonlinear wave could exist for the entire fre- == [P "N, y) —nt" (x,y)} - (11)

quency range, whereas the harmonics occur only at multiple . .
of the fundamental frequency. Moreover, the harmonics Canno?l’hepretlcally, (7a) anq (7b) are the equations needed fof de-
mining the electrical field components. However, numerical

exist without the presence of the fundamental mode as the 5?{ lysis of (7a) and (7b) may lead to spurious solutions [20],

citation source, that is, the harmonics cannot stand alone 685

themselves. On the other hand, the nonlinear wave can e ch do not satisfy the divergence condition (11). In a numer-

in its own right. The propagation facter that characterizes ical analysis such as finite-element analysis, the basis functions

- : . r expanding the unknowns are merely required to be contin-
the propagatlon property of the nonlinear wave is generall)_/f%us ICE)ut no?differentiable Hence, a n)lljmgrical solution satis-
nonlinear function of the frequency. Therefore, the propagatl?lﬁgs the governing differential equa,tions only in a weak sense
factor y(w)|o=m« Of the nonlinear wave atr = mw is usu- o ) o Lo :

. Due to the lack of sufficient differentiability, the implication of
ally unequal tonvy(w) and _wrglevant to the_dependence factor (11) by (7a) and (7b) no longer holds. As ayconse Eence aweak
e~ ™7* of themth harmonic in the expansion (6b). y 9 : q ’

Substitution of the form (6b) into the time-domain formula§0|u“°n of (7a) and (7h) may not meet the divergence cond-
tion (11). To prevent spurious solutions, it is a common practice

tion leads to . . o . :
to incorporate the divergence condition (11) into the basic (7b)
V2ZET (2, 4) + m2(k2 + 42 ES™ () during the course of numerical analysis.
”/‘ T (m) (m)‘ - The complete formula in the frequency domain consists of
= Jmwi [JM (z,y) + Jp27 (w, y)} (7a)—(10). Careful examination on these equations reveals that
A [ () ) any given harmonic depends on the lower order harmonics only.
€ [p (@y)—n (x’y)} (73) Therefore, the harmonics can be recursively obtained from a
VQE;’,;’)(a:, y) +m2(k* + ’VQ)E;Z") (z,y) lower order harmonic to a higher order harmonic, starting from
. (m) (m) the static solution. The solution to the static equations can be
=Jmep [me (z,y) + Ity (=, y)} readily attained using the standard approach, in which a scalar
q m m otentialp is introduced througk(®) = —V¢ and solved along
+ 29 [ (@, y) = 0 (2, p)| 70) P introd .
ev [P (@, y) = n" () (70) with the static carrier concentration§” andp(®.

gmwn™ (z,y)

1
_lg.gm (2,y) — mJ,(,Z’) (,y) u(m)(x’ v) lll. ANALYSIS OF MIS WAVEGUIDE STRUCTURES
q

nTYy

q The configuration of an MIS waveguide structure is shown in
(8a) Fig. 1. In this section, the general frequency domain formula ob-
jmwpt™ (z,y) tained in Section Il is applied to MIS waveguide structures, and
1 my then boundary conditions are devised for the frequency-domain
=--v.Jim —LJm — (™ . ) I
. poy (T Y) + e (@) — w2, y) equations. Based on the frequency-domain formula, a finite-el-
(8b) ement analysis can be developed. Some special considerations
(1 + jmwr,) I () to enhance the finite-element solution are addressed.
= qlin Z [n(s)(% DEM) (g, y)} A. Basic Equations for MIS Waveguide Structures
5=0 A parallel-plate waveguide structure extends frpra —oo

+ ¢D, V'™ () — 2qDpmAyn™ (z,y) (9a) toy = co. Hence, all the physical quantities are uniformly dis-
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Fig. 1. Configuration of an MIS waveguide structure.
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30 (@) = 3 a) =3O )

IO () = I () - IO (z) (13e)
k.z — k.? _ jwﬂa(o) (.’L’)
m
-0 (g) = uw@(w) uppfo)(w)
1+jmwr,  1+jmwT,
(13f)

Equation (12d) is obtained by incorporating (11) into (7b),
which is able to prevent spurious modes in the numerical
solution.

B. Boundary Conditions

tributed along they-direction, i.e., they are independent of the By accounting for the boundary conditicﬁﬁ"’)(—hd) -0

y coordinate. Moreover, the dominant mode in a parallel-plag the metal surface, the field components in the dielectric layer
waveguide is a TM mode. For TM modes, the magnetic field hagn pe obtained as follows:

only ay component and, thus, the electric field hasynocom-
ponent, as implied by (10). Hence, (7a)—(10) lead to

9?E ()
9x?
= jmope [JEO (@) + IO (@)

+m? (k2 ++2) E{™ ()

_ m |:p(7n) (.’L’) _ n(rn)(x):| (12a)
£
jmwn(m) (x)
1050 (@)  my
_ _Z7nr \") _J(r]r) . (m) 12b
jmwp(m) (x)
19427 (x) | my m
=T T @@ (120
and
IS ()
By — Y )
T (-T) m2(k2 +72) oz
& (m) (m)
2 (12 1 +7) [Jm (@) + Jpa (a:)] (12d)
1 [oE™ (@)
(m) = od (m)
By (@) Jmwp oz +my B () (12e)
where
(L4mwr) 3T O (@) = quan @ (@) B () (13a)
(1+imwn,)ITVON (@) = qupp'® (@) B () (13b)

(Ltjmer) 3 (2) = gpon S [ (@B (2)]
s=0

44D, V™ (z)
—2qD,myn'™ ()

(1-+imwm)3G() = gy 3 [0 (@B ()

—qD,Vp™ ()
+2qDymyp™ (z)

(13c)

(13d)

(m)
Eém)(a;) = - Ak sin [mkd(ai + hd)] (14a)
Eg(gm)(a;) =A™ cos [mkd(ai + hd)] (14b)
e s Alm)
Hém)(a;) = JYEAR 7 s [mka(z + ha)] (14c)

wheree, and . are, respectively, the permittivity and perme-
ability of the dielectric layer, an#; = /w?pqgeq + 2. Note
that A1) is an arbitrary constant depending on the excitation
magnitude, whileA™ (m > 1) is to be determined.

The boundary conditions on the interface between the insu-
lator and semiconductor are as follows:

A
EM(0t)y = EM(07) = — 2 sin(mkgha)  (15a)
jwe g A
Hg"l)(OJr) :Hénl)(o_) = ldf cos(mkqhg) (15b)
I (0) =7 (0) = 0. (15c)

The ground plane at = #h. is usually far away from the
signal line, i.e., the value df. is generally much larger than the
Debye length. Hence, the ground plane may have little impact
on the propagation characteristics. The boundary conditions on
the ground plane are prescribed as

Eg"l)(hc) =0
™ (h,) =p™(h,) = 0.

(15d)
(15e)

For the fundamental mode, eliminating the arbitrary constant
AWM in (15a) and (15b) leads to

ED 0+ k
(0%) S tan(kgha)-
HP (%) Jwed

(16)

Equation (16) provides a nonlinear algebraic equation for de-
termining the propagation facter. Given an excitation magni-
tudeA(), (12a)—(12e) and (16) along with boundary conditions
(15a) and (15c)—(15e) completely determine the field compo-
nents, carrier concentrations, and propagation factor for the fun-
damental mode. Note that the boundary condition (15b) is auto-
matically fulfilled provided that (15a) and (16) are imposed.



WANG et al. DEVICE-LEVEL SIMULATION OF WAVE PROPAGATION ALONG MIS INTERCONNECTS 1131

For a high-order harmonic witlw > 1, (12e) and (15b) are scheme is employed to allocate finer elements at locations closer

compatible only if one of the following conditions holds: to the interface: = 0 in the finite-element discretization.
(m) Theoretically, thez component of electrical field should au-
EU(0T) ‘mkd san(mbaha) (17) tomatically fulfill the boundary condition
H§nl) (0+) Jmwey ed ed
EM oty = Z2EM(07) = 2 A cos(mkghg).  (19)
or € €
A — ¢ (18) However, the weak solution may not satisfy (19) due to the weak

sense of the numerical solution and the error introduced by nu-
where themth harmonic component8™ and H{™ are as- merical evaluation of the derivative term in (12d). The conse-
sumed to be the solution of (12a)—(12e) under the boundary céences become severe because the solution in the accumula-
ditions (15a) and (15c)—(15e). tion-depletion layer is quite sensitive. In order to remove the

In general, the propagation factgrdetermined from (16) degradation of accuracy near the interface at 0 and enhance
hardly meets the condition given by (17). Therefore, (18) muite overall solution convergence, a boundary term imposing (19)
be imposed as the compatibility condition. This implies th&tz = 0 has been added into the weak form regarding to (12d).
the high-order harmonics due to the semiconductor nonlinearBy so doing, the numerical solution is actually required to sat-
are confined in the semiconductor and do not penetrate into ta#y (19) atz = 0 while meeting (12d) everywhere else.
insulator. Since the equations are nonlinearint is essentially a non-

If (17) happens to be satisfied, the solution would not binear system of equations for the fundamental mode. Newton’s
unique since any arbitrar§™ could resultin a solution, which method [23] can be used to solve such a nonlinear system of
is a phenomenal characteristic of shock waves or resonance. ggations. Unlike the iterative algorithm in [19], which solves
reason for the resonance occurrence is because under (17)thBeequations sequentially and separately at each iteration, all
mth harmonic is satisfying the identical set of equations as tkee equations are simultaneously solved using multidimensional
fundamental mode at frequendg§™ = mf. Physically, the Newton’s method in this scheme, which reduces the number of
localmth harmonic contributions due to the semiconductor nofferations considerably.
linearity are able to propagate as fundamental mode waves alongor high-order harmonics, the equations turn out to be linear
the waveguide and, thus, be summed in phase along their prapd, thus, can be solved by the standard matrix technique [24].
agation paths to give rise to resonance. To gain fast computational speed and save memory, sparse ma-

Under the compatibility condition (18), (12a)—(12e) alon§fix schemes have been utilized for solving linear equations.
with the boundary conditions (15a) and (15c)—(15e) completely circumvent the large disparity of the magnitude among un-
determine thenth harmonic field components and carrier conknown variables, matrix balancing is also adapted. Further de-

centrations (wheren > 1). tailed discussions on numerical aspects of this scheme including
_ _ o _ multidimensional Newton’s method, finite-element discretiza-
C. Some Considerations on Finite-Element Analysis tion, and matrix manipulation can be found in [26].

The frequency-domain formula developed in Section IlI-A
and B can be discretized using the standard finite-element pro- IV. NUMERICAL RESULTS

cedure [21]. Since all the equations under consideration haven this section, numerical results are presented to validate the
deriVatiVes Up to the Second Order, the Weak form Of the ﬁnite'gomputer program and demonstrate Capab“ities Of th|s device_
ement analysis contains derivatives up to the first order. Hengg,g| frequency-domain (DLFD) scheme. For all the numerical
the interpolation (shape) functions with’ continuity are suffi- - examples, unless otherwise mentioned, the following geomet-
cient for the problem under study. rical and material parameters were assunsed:11.9¢, e4 =
After substitution o/ andJ5;”, (12b) and (12¢) contain 3.9z, 11 = g = 1o, 11, = 1500 CI?/(v-S), jip = 450 C2 / (V-
the second-order derivatived®n(™) /dz* and 9°p\™ /827, s) D, = pnrT/q, D, = ppiT/q, T = 300K, 7, = 2.2156 x
respectively. In (12b), the ratio between the coefficientg—13 g 7, = 5.2706 x 1074 s, hy = 0.05 ym, andh, =
of 9?n(™ /9z* and n™ is roughly of the order ofL%,,, 100 um, wheres, and are, respectively, the permittivity and
where Lp, = /eDy,/qnpu, is the n-type Debye length. permeability in vacuum, and is the Boltzmann constant. The
Similarly, in (12c), the ratio between the coefficients okemiconductor was assumed torbtype silicon with donor im-
92pt™ J9z? andpt™ is roughly of the order ofL7, , where purity concentratiodV, = 10'7 cm~3. The metal work function
Lp, = \/eD,/qp© , is thep-type Debye length. was chosen in such a way that a flat-band condition would be
Note that the Debye length is generally much smaller than tht#tained in the absence of external bias. Under the assumption of
dimension of the structure under consideration. Mathematicallynall disturbance from equilibrium, the net recombination rates
either (12b) or (12c¢) results in a boundary layer problem [223an be approximately expressed &%) = p(m)/tp by virtue of
which implies a solution with a fast varying facter*/Zo»  the Shockley—Read—Hall recombination model. The hole life-
or ¢—*/Lpr within a very thin layer of the order of the Debyetime ¢, was taken to be 2.5 102 s in the calculation. Various
length. Physically, an accumulation-depletion layer of carrieexcitations with4(*) ranging from 10 v/cm to 10 v/cm have
appears in the semiconductor near the interface at 0. In  been applied in the simulation.
order for modeling the fast decay behavior of carrier concentra-In order to tackle the boundary layer nature, the mesh grid
tions in the accumulation-depletion layer, an adaptive meshitakes a much smaller size at a location closer to the interface
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Fig.2. Magnitude of the fundamental mode in the semiconductor. (a) Electric-field compofiéntb) Electric-field componenE (). (c) Electron concentration
n(1?, (d) Hole concentratiop(*’.

atz = 0. In specific, for the numerical example below, thehase constant/k, = 62.7279,64.7787, and 65.8303 and
mesh size starts as small as Iqum atz = 0, and gradually the attenuation constagt.323,23.114, and25.5191 dB/mm,
increases to am atz = 100 um. By so doing, the mesh grid respectively, wheré, denotes the wavenumber in vacuum. The
is fine enough to capture the boundary layer behavior in therge ratio between the phase constant and vacuum wavenumber
accumulation-depletion layer, whereas keeps the entire problemicates that the MIS waveguide structure exhibits a slow-wave
manageable by easily accessible computing resources sucptenomenon. Moreover, the attenuation constant provides a
personal computers. The utilization of sparse matrix techniqudisect account for the semiconductor substrate loss.
results in an algorithm of complexit9(/V?), whereN denotes ~ Some phenomena reported in the small-signal analysis of [19]
the total number of unknowns. can be observed in the solution of the fundamental mode, as
Figs. 2 and 3 illustrate the magnitude distributions of fieldhown in Fig. 2. In most previous work on studying MIS struc-
components and carrier concentrations for the fundamentates (e.g., see [6]-[17]), semiconductor substrates were de-
mode, the second-order harmonic, and the third-order hacribed by a uniform conductivity model in which the semicon-
monic along the vertical direction at a fundamental frequencluctor is treated as a uniform lossy material and the electrical
f = 5 GHz, when an excitation withi") = 10® v/icm was property of the semiconductor is characterized by its conduc-
applied. The cases with three different external bias conditionisjty and dielectric constant. Using such a uniform conductivity
i.e., negative bias-0.1 v, no bias, and positive bia€.1 v, were model [3], [25], the propagation factor can be readily obtained
examined. For these respective external bias conditions, Hwea complex valu@.0027554 + j0.00686443, which provides
propagation factoty was obtained a8.0024549 + j0.0065734, a close approximation to the actual result attained using the de-
0.0026608 + 70.0067883, and 0.002938 + ;0.0068985. The vice-level simulation. Nevertheless, the device-level simulation
real part of propagation factor gives the attenuation constantis able to offer detailed insight regarding field—carrier interac-
whereas its imaginary part corresponds to the phase coristartion mechanisms, as well as external bias effects, whereas the
The above values of propagation factor result in the normalizadiform conductivity model fails to do so. The device-level sim-
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Fig. 3. Magnitude of high-order harmonics in the semiconductor. (a) Electric-field compaijenof the second harmonic. (b) Electron concentratiét? of
the second harmonic. (c) Electric-field componél#’ of the third harmonic. (d) Electron concentratioff’ of the third harmonic.

ulation shows a strong coupling effect between the transveedectric fieIdEf) reaches its maximum coincides with the zero-
componeanil) of electrical field and charged carriers, whictcrossing point of the majority carrier concentratig®’. A sim-
leads to a completely different solution in the accumulation-déar phenomenon to the third harmonic can be also observed
pletion layer from that predicted by the uniform conductivitpetween the electric field&s> and the majority carrier con-
model. As indicated in the plots, the screening effect of the carentrationn®. The zero-crossing points correspond to the re-
riers near the accumulation-depletion layer prevents the elgisns where the majority carrier concentrations undertake rapid
trical field from penetrating the semiconductor to beyond a feghanges, which could induce strong electric fields locally.
Debye lengths. The simulations were also performed for several other excita-
Furthermore, this device-level simulation is capable of inveiens with AV ranging from 102 v/cm to 10 v/cm. For each
tigating the nonlinearity effect and predicting harmonics quanf these excitations, plots identical to Figs. 2 and 3 can be ob-
titatively, as shown in Fig. 3. It is of interest to note that somined, except that appropriate scaling factors need to be used.
sidelobes appear in the amplitude plots of majority carrier com Figs. 2 and 3, the scaling factors are shown in the brackets
centrations for high-order harmonics. The second harmonical®ng with the units at the vertical axis labels, i.e., the scaling
generated by field—carrier interactions among the fundamenfattors are 18, 10~ ', 10'°, 10, 1¢, 10'3, 102, and 10" for
mode, whereas the third harmonic is due to field—carrier intasnknownsESY, D n @ 0 ES 7@ E® andn®, re-
actions between the fundamental mode and second harmospectively. These scaling factors are an excellent measure for
Therefore, intuitively, the second harmonic is expected to abe order of magnitude of unknowns. Fig. 4 depicts the scaling
in more complex way than the fundamental mode. Moreovédactors versus the excitation magnitud&" for the interested
the third harmonic might exhibit even wilder behavior than thenknown variables.
second harmonic. The intuition agrees well with the simulation It can be both theoretically proven and numerically observed
results, as shown by Fig. 3, where more sidelobes are obsertlet the fundamental mode is linearly proportional to the excita-
for a higher order harmonic. Moreover, the location where thi®n magnitude4(!). Using the fact, the fundamental mode for
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of high-order harmonics get closer and more comparable to the

the excitation withA") = 102 v/cm can be readily obtained magnitude of the fundamental mode and, thus, the nonlinearity
by scaling plots in Fig. 2 with a factor 18, which gives results becomes more severe. As shown in Fig. 4, the ratio between
in a close agreement with those from the small-signal analydise magnitudes of a high-order harmonic and the fundamental
i.e., [19, Figs. 6-9]. Some slight discrepancies exhibited by theode is becoming unity whea(®) is approaching 10v/cm and
minority carrier concentratiop‘™’ might be caused by a dif- equivalently the maximum magnitude ﬁﬁl) is approaching
ferent recombination formula used in the calculation from th&t27 x 10> v/icm. Note that the breakdown field strength for sil-
in [19]. Two distinct net recombination rates were employed iicon is about 3x 10° v/cm. Therefore, a nearly unitary ratio
[19] for electrons and holes, respectively, which might lead teetween the magnitudes of the high-order harmonics and the
a violation of the basic charge conservation principle. In thfsndamental mode is a clear indication of semiconductor break-
study, a single net recombination rate formula is applied to adewn. Mathematically, it implies that the solution can no longer
count for contributions from both electrons and holes, whidbe expressed by a series of harmonics because the series (6b)
eliminates this violation. The propagation factois usually a divergences and, thus, is invalid.
function of geometrical and material parameters and externaFor an excitation withA") = 10% v/cm, the high-order har-
bias, butindependent of the excitation strength. Hence, the propenics are very small fractions of the fundamental mode in
agation factors are the same for all the excitations. magnitude, which are about or below 0.1% of the fundamental

Moreover, Fig. 4 reveals that the second and third harmonit®del. In this case, the MIS waveguide structure can be ap-
are, respectively, proportional foi2]? and [AV]3. In gen- proximated as a linear-circuit element. However, for an exci-
eral, it can be expected that theth harmonic is proportional tation with A(") = 105 v/cm, the second harmonic is now about
to [A(M)]™. When the excitation becomes larger, the magnitudese-tenth of the fundamental mode in magnitude, which can no
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longer be neglected. In the later case, the MIS waveguide struc-
ture should be treated as a nonlinear circuit element. Given thajy
the insulator thickness is 0.08n, the equivalent ac voltage to
AWM = 10° vicm is roughly 0.5 V. Roughly speaking, most of 2
the voltage drop is applied across the insulator layer and, thus,
the magnitude of electric field is linearly proportional to the in-
sulator thickness for a given voltage. A thicker insulator layer is 3]
able to reduce the electric field in the semiconductor substrate
and, thus, suffers less severe nonlinearity. For instance, if the
insulator thickness is increased to be P, the second har- 4l
monic is then only approximately 1% of the fundamental mode s
in magnitude, although the ac voltage is still 0.5 V.

The signal propagation along an MIS interconnect dependsIG]
strongly on the conductivity of the semiconductor substrate. De-
pending on its doping rate, the substrate conductivity can vary
over a wide range, e.g., more than four decades from 1 S/m td’!
10° S/m when silicon is used as the substrate material. Fig. 5
depicts the phase and attenuation constants versus the impurity
concentration for an MIS interconnect. In this calculation, the 8]
geometrical parameters are given/as = 1 um andh,. =
250 um, whereas all the physical parameters are assumed t¢]
be the same as those used in previous examples, except for
the donor impurity concentration that varies over a range from
Ny =5x10"" cm3to N, = 5x10'® cm™3. The operating fre-  [10]
quency is assumed to be 1 GHz, and no external bias is applied
to this MIS structure. The results obtained using the uniform
conductivity model [3], [25] are also shown in the plots for a[11]
purpose of comparison. As was expected, under zero bias, these
two sets of solutions are in a close agreement. It is of interesgiy
to note that the attenuation oscillates as the substrate conduc-
tivity monotonically increases. When the substrate conductivit)fB]
gets sufficient large, the slow-wave effect diminishes, which in-
dicates that the skin effect becomes dominant for a good con-

ducting substrate. [14]

V. CONCLUSION

A device-level simulation has been presented for studyinéls]
wave propagation along MIS interconnects. This simulation is
based on a set of nonlinear equations consisting of the motion

. ! , ) 16]
equations of charged carriers and Maxwell's equations for eleé—
tromagnetic fields. The set of nonlinear equations is then trans-
formed into the frequency domain and solved for a solution in
terms of a fundamental mode and high-order harmonics. Finite{m
element analysis and the Newton’s method are employed to dis-
cretize and solve the frequency-domain equations numericall{:8l
This device-level simulation provides quantitative predictions
to propagation and attenuation constants, as well as detailemh]
field and carrier distributions of the fundamental mode and high-
order harmonics. This proposed device-level simulation schen‘[QO]
allows for large-signal analysis to be performed and is capable
of studying detailed field—carrier interaction mechanisms, semi-

. : 1]
conductor substrate loss and nonlinearity, slow-wave effect, an[c21
external bias effect. It has been shown that the high-order harz2]
monics due to the semiconductor nonlinearity are confined in
the semiconductor and do not penetrate into the insulator in M|§3]
waveguide structures.
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